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Recap: Vector Semantics

Embeddings = vector models of meaning
◦ More fine-grained than just a string or index
◦ Especially good at modeling similarity/analogy
◦ Can use sparse models (tf-idf) or dense models (word2vec, 

GLoVE)
◦ Just download them and use cosines!!

Distributional Information is key



What can we do 
with Distributional 
Semantics?
HISTORICAL AND SOCIO-LINGUISTICS



Embeddings can help study 
word history!
Train embeddings on old books to study 
changes in word meaning!!

Will HamiltonDan Jurafsky



Diachronic word embeddings for 
studying language change
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1900 1950 2000

vs.

Word vectors for 1920 Word vectors 1990

“dog” 1920 word vector
“dog” 1990 word vector



Visualizing changes

Project 300 dimensions down into 2

~30 million books, 1850-1990, Google Books data



Visualizing changes

Project 300 dimensions down into 2

~30 million books, 1850-1990, Google Books data
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The evolution of sentiment words



Embeddings and bias



Embeddings reflect cultural bias

Ask “Paris : France :: Tokyo : x” 
◦ x = Japan

Ask “father : doctor :: mother : x” 
◦ x = nurse

Ask “man : computer programmer :: woman : x” 
◦ x = homemaker

Bolukbasi, Tolga, Kai-Wei Chang, James Y. Zou, Venkatesh Saligrama, and 
Adam T. Kalai. "Man is to computer programmer as woman is to 
homemaker? debiasing word embeddings." In Advances in Neural 
Information Processing Systems, pp. 4349-4357. 2016.



Measuring cultural bias

Implicit Association test (Greenwald et al 1998): How associated are 
◦ concepts (flowers, insects) &  attributes (pleasantness, unpleasantness)?
◦ Studied by measuring timing latencies for categorization.

Psychological findings on US participants:
◦ African-American names are associated with unpleasant words (more than European-

American names)
◦ Male names associated more with math, female names with arts
◦ Old people's names with unpleasant words, young people with pleasant words.



Embeddings reflect cultural bias

Caliskan et al. replication with embeddings:
◦ African-American names (Leroy, Shaniqua) had a higher GloVe

cosine with unpleasant words  (abuse, stink, ugly)
◦ European American names (Brad, Greg, Courtney) had a higher 

cosine with pleasant words (love, peace, miracle)

Embeddings reflect and replicate all sorts of pernicious biases.

Aylin Caliskan, Joanna J. Bruson and Arvind Narayanan. 2017. Semantics derived automatically from 
language corpora contain human-like biases. Science 356:6334, 183-186.



Directions
Debiasing algorithms for embeddings
◦ Bolukbasi, Tolga, Chang, Kai-Wei, Zou, James Y., 

Saligrama, Venkatesh, and Kalai, Adam T. (2016). Man is 
to computer programmer as woman is to homemaker?
debiasing word embeddings. In Advances in Neural Infor-
mation Processing Systems, pp. 4349–4357. 

Use embeddings as a historical tool to study bias



Embeddings as a window onto history

Use the Hamilton historical embeddings
The cosine similarity of embeddings for decade X 
for occupations (like teacher) to male vs female 
names
◦ Is correlated with the actual percentage of women 

teachers in decade X

Nikhil Garg, Londa Schiebinger, Dan Jurafsky, and James Zou, (2018). Word embeddings quantify 100 years of gender 
and ethnic stereotypes. Proceedings of the National Academy of Sciences, 115(16), E3635–E3644 



History of biased framings of women

Embeddings for competence adjectives are 
biased toward men
◦ Smart, wise, brilliant, intelligent, resourceful, 

thoughtful, logical, etc.

This bias is slowly decreasing 

Nikhil Garg, Londa Schiebinger, Dan Jurafsky, and James Zou, (2018). Word embeddings quantify 100 years of gender 
and ethnic stereotypes. Proceedings of the National Academy of Sciences, 115(16), E3635–E3644 



Princeton Trilogy experiments
Study 1: Katz and Braley (1933)
Investigated whether traditional social stereotypes had a cultural basis
Ask 100 male students from Princeton University to choose five traits that 
characterized different ethnic groups (for example Americans, Jews, 
Japanese, Negroes) from a list of 84 word
84% of the students said that Negroes were superstitious and 79% said that 
Jews were shrewd. They were positive towards their own group.
Study 2: Gilbert (1951)
Less uniformity of agreement about unfavorable traits than in 1933.

Study 3: Karlins et al. (1969)
Many students objected to the task but this time there was greater
agreement on the stereotypes assigned to the different groups compared
with the 1951 study. Interpreted as a re-emergence of social stereotyping
but in the direction more favorable stereotypical images.



Embeddings reflect ethnic 
stereotypes over time

• Princeton trilogy experiments
• Attitudes toward ethnic groups (1933, 

1951, 1969) scores for adjectives
• industrious, superstitious, nationalistic, etc

• Cosine of Chinese name embeddings with 
those adjective embeddings correlates with 
human ratings.

Nikhil Garg, Londa Schiebinger, Dan Jurafsky, and James Zou, (2018). Word embeddings quantify 100 years of gender 
and ethnic stereotypes. Proceedings of the National Academy of Sciences, 115(16), E3635–E3644 



Change in linguistic framing 
1910-1990
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Table 3. Top Asian (vs. White) adjectives in 1910, 1950, and 1990
by relative norm difference in the COHA embedding

1910 1950 1990

Irresponsible Disorganized Inhibited
Envious Outrageous Passive
Barbaric Pompous Dissolute
Aggressive Unstable Haughty
Transparent Effeminate Complacent
Monstrous Unprincipled Forceful
Hateful Venomous Fixed
Cruel Disobedient Active
Greedy Predatory Sensitive
Bizarre Boisterous Hearty

qualitatively through the results in the snapshot analysis for gen-
der, which replicates prior work, and quantitatively as the metrics
correlate highly with one another, as shown in SI Appendix,
section A.5.

Furthermore, we primarily use linear models to fit the relation-
ship between embedding bias and various external metrics; how-
ever, the true relationships may be nonlinear and warrant further
study. This concern is especially salient when studying ethnic
stereotypes over time in the United States, as immigration dras-
tically shifts the size of each group as a percentage of the popu-
lation, which may interact with stereotypes and occupation per-
centages. However, the models are sufficient to show consistency
in the relationships between embedding bias and external metrics
across datasets over time. Further, the results do not qualitatively
change when, for example, population logit proportion instead
of raw percentage difference is used, as in ref. 44; we reproduce
our primary figures with such a transformation in SI Appendix,
section A.6.

Another potential concern may be the dependency of our
results on the specific word lists used and that the recall of
our methods in capturing human biases may not be adequate.
We take extensive care to reproduce similar results with other
word lists and types of measurements to demonstrate recall. For
example, in SI Appendix, section B.1, we repeat the static occu-
pation analysis using only professional occupations and repro-
duce an identical figure to Fig. 1 in SI Appendix, section B.1.
Furthermore, the plots themselves contain bootstrapped confi-
dence intervals; i.e., the coefficients for random subsets of the
occupations/adjectives and the intervals are tight. Similarly, for
adjectives, we use two different lists: one list from refs. 6 and 7
for which we have labeled stereotype scores and then a larger
one for the rest of the analysis where such scores are not needed.
We note that we do not tune either the embeddings or the word
lists, instead opting for the largest/most general publicly avail-
able data. For reproducibility, we share our code and all word
lists in a repository. That our methods replicate across many dif-
ferent embeddings and types of biases measured suggests their
generalizability.

A common challenge in historical analysis is that the written
text in, say 1910, may not completely reflect the popular social
attitude of that time. This is an important caveat to consider in
interpreting the results of the embeddings trained on these ear-
lier text corpora. The fact that the embedding bias for gender
and ethnic groups does track with census proportion is a positive
control that the embedding is still capturing meaningful patterns
despite possible limitations in the training text. Even this con-
trol may be limited in that the census proportion does not fully
capture gender or ethnic associations, even in the present day.
However, the written text does serve as a window into the atti-
tudes of the day as expressed in popular culture, and this work
allows for a more systematic study of such text.

Another limitation of our current approach is that all of the
embeddings used are fully “black box,” where the dimensions
have no inherent meaning. To provide a more causal explana-
tion of how the stereotypes appear in language, and to under-
stand how they function, future work can leverage more recent
embedding models in which certain dimensions are designed to
capture various aspects of language, such as the polarity of a
word or its parts of speech (45). Similarly, structural proper-
ties of words—beyond their census information or human-rated
stereotypes—can be studied in the context of these dimensions.
One can also leverage recent Bayesian embeddings models and
train more fine-grained embeddings over time, rather than a sep-
arate embedding per decade as done in this work (46, 47). These
approaches can be used in future work.

We view the main contribution of our work as introducing
and validating a framework for exploring the temporal dynam-
ics of stereotypes through the lens of word embeddings. Our
framework enables the computation of simple but quantitative
measures of bias as well as easy visualizations. It is important to
note that our goal in Quantifying Gender Stereotypes and Quanti-

fying Ethnic Stereotypes is quantitative exploratory analysis rather
than pinning down specific causal models of how certain stereo-
types arise or develop, although the analysis in Occupational

Stereotypes Beyond Census Data suggests that common language
is more biased than one would expect based on external, objec-
tive metrics. We believe our approach sharpens the analysis of
large cultural shifts in US history; e.g., the women’s movement
of the 1960s correlates with a sharp shift in the encoding matrix
(Fig. 4) as well as changes in the biases associated with spe-
cific occupations and gender-biased adjectives (e.g., hysterical vs.
emotional).

In standard quantitative social science, machine learning is
used as a tool to analyze data. Our work shows how the artifacts
of machine learning (word embeddings here) can themselves
be interesting objects of sociological analysis. We believe this
paradigm shift can lead to many fruitful studies.

Materials and Methods

In this section we describe the datasets, embeddings, and word lists used,
as well as how bias is quantified. More detail, including descriptions of
additional embeddings and the full word lists, are in SI Appendix, section
A. All of our data and code are available on GitHub (https://github.com/
nikhgarg/EmbeddingDynamicStereotypes), and we link to external data
sources as appropriate.

Embeddings. This work uses several pretrained word embeddings publicly
available online; refer to the respective sources for in-depth discussion of
their training parameters. These embeddings are among the most com-
monly used English embeddings, vary in the datasets on which they were

Fig. 6. Asian bias score over time for words related to outsiders in COHA
data. The shaded region is the bootstrap SE interval.

Garg et al. PNAS Latest Articles | 7 of 10

Change in association of Chinese names with adjectives 
framed as "othering" (barbaric, monstrous, bizarre)

Nikhil Garg, Londa Schiebinger, Dan Jurafsky, and James Zou, (2018). Word embeddings quantify 100 years of gender 
and ethnic stereotypes. Proceedings of the National Academy of Sciences, 115(16), E3635–E3644 



Changes in framing:
adjectives associated with Chinese
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Table 3. Top Asian (vs. White) adjectives in 1910, 1950, and 1990
by relative norm difference in the COHA embedding

1910 1950 1990

Irresponsible Disorganized Inhibited
Envious Outrageous Passive
Barbaric Pompous Dissolute
Aggressive Unstable Haughty
Transparent Effeminate Complacent
Monstrous Unprincipled Forceful
Hateful Venomous Fixed
Cruel Disobedient Active
Greedy Predatory Sensitive
Bizarre Boisterous Hearty

qualitatively through the results in the snapshot analysis for gen-
der, which replicates prior work, and quantitatively as the metrics
correlate highly with one another, as shown in SI Appendix,
section A.5.

Furthermore, we primarily use linear models to fit the relation-
ship between embedding bias and various external metrics; how-
ever, the true relationships may be nonlinear and warrant further
study. This concern is especially salient when studying ethnic
stereotypes over time in the United States, as immigration dras-
tically shifts the size of each group as a percentage of the popu-
lation, which may interact with stereotypes and occupation per-
centages. However, the models are sufficient to show consistency
in the relationships between embedding bias and external metrics
across datasets over time. Further, the results do not qualitatively
change when, for example, population logit proportion instead
of raw percentage difference is used, as in ref. 44; we reproduce
our primary figures with such a transformation in SI Appendix,
section A.6.

Another potential concern may be the dependency of our
results on the specific word lists used and that the recall of
our methods in capturing human biases may not be adequate.
We take extensive care to reproduce similar results with other
word lists and types of measurements to demonstrate recall. For
example, in SI Appendix, section B.1, we repeat the static occu-
pation analysis using only professional occupations and repro-
duce an identical figure to Fig. 1 in SI Appendix, section B.1.
Furthermore, the plots themselves contain bootstrapped confi-
dence intervals; i.e., the coefficients for random subsets of the
occupations/adjectives and the intervals are tight. Similarly, for
adjectives, we use two different lists: one list from refs. 6 and 7
for which we have labeled stereotype scores and then a larger
one for the rest of the analysis where such scores are not needed.
We note that we do not tune either the embeddings or the word
lists, instead opting for the largest/most general publicly avail-
able data. For reproducibility, we share our code and all word
lists in a repository. That our methods replicate across many dif-
ferent embeddings and types of biases measured suggests their
generalizability.

A common challenge in historical analysis is that the written
text in, say 1910, may not completely reflect the popular social
attitude of that time. This is an important caveat to consider in
interpreting the results of the embeddings trained on these ear-
lier text corpora. The fact that the embedding bias for gender
and ethnic groups does track with census proportion is a positive
control that the embedding is still capturing meaningful patterns
despite possible limitations in the training text. Even this con-
trol may be limited in that the census proportion does not fully
capture gender or ethnic associations, even in the present day.
However, the written text does serve as a window into the atti-
tudes of the day as expressed in popular culture, and this work
allows for a more systematic study of such text.

Another limitation of our current approach is that all of the
embeddings used are fully “black box,” where the dimensions
have no inherent meaning. To provide a more causal explana-
tion of how the stereotypes appear in language, and to under-
stand how they function, future work can leverage more recent
embedding models in which certain dimensions are designed to
capture various aspects of language, such as the polarity of a
word or its parts of speech (45). Similarly, structural proper-
ties of words—beyond their census information or human-rated
stereotypes—can be studied in the context of these dimensions.
One can also leverage recent Bayesian embeddings models and
train more fine-grained embeddings over time, rather than a sep-
arate embedding per decade as done in this work (46, 47). These
approaches can be used in future work.

We view the main contribution of our work as introducing
and validating a framework for exploring the temporal dynam-
ics of stereotypes through the lens of word embeddings. Our
framework enables the computation of simple but quantitative
measures of bias as well as easy visualizations. It is important to
note that our goal in Quantifying Gender Stereotypes and Quanti-

fying Ethnic Stereotypes is quantitative exploratory analysis rather
than pinning down specific causal models of how certain stereo-
types arise or develop, although the analysis in Occupational

Stereotypes Beyond Census Data suggests that common language
is more biased than one would expect based on external, objec-
tive metrics. We believe our approach sharpens the analysis of
large cultural shifts in US history; e.g., the women’s movement
of the 1960s correlates with a sharp shift in the encoding matrix
(Fig. 4) as well as changes in the biases associated with spe-
cific occupations and gender-biased adjectives (e.g., hysterical vs.
emotional).

In standard quantitative social science, machine learning is
used as a tool to analyze data. Our work shows how the artifacts
of machine learning (word embeddings here) can themselves
be interesting objects of sociological analysis. We believe this
paradigm shift can lead to many fruitful studies.

Materials and Methods

In this section we describe the datasets, embeddings, and word lists used,
as well as how bias is quantified. More detail, including descriptions of
additional embeddings and the full word lists, are in SI Appendix, section
A. All of our data and code are available on GitHub (https://github.com/
nikhgarg/EmbeddingDynamicStereotypes), and we link to external data
sources as appropriate.

Embeddings. This work uses several pretrained word embeddings publicly
available online; refer to the respective sources for in-depth discussion of
their training parameters. These embeddings are among the most com-
monly used English embeddings, vary in the datasets on which they were

Fig. 6. Asian bias score over time for words related to outsiders in COHA
data. The shaded region is the bootstrap SE interval.
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Nikhil Garg, Londa Schiebinger, Dan Jurafsky, and James Zou, (2018). Word embeddings quantify 100 years of gender 
and ethnic stereotypes. Proceedings of the National Academy of Sciences, 115(16), E3635–E3644 



What should a 
semantic model be 
able to do?
GOALS FOR DISTRIBUTIONAL SEMANTICS



Goal: Word Sense 
The meaning of a word can often be broken up into distinct senses. 
Sometimes we describe these words as polysemous or homonymous



Goal: Word Sense
Do the vector based representations of words that we’ve looked at so 
far handle word sense well?



Goal: Word Sense
Do the vector based representations of words that we’ve looked at so 
far handle word sense well?  No!  All senses of a word are collapsed into 
the same word vector.

One solution would be to learn a separate representation for each sense.  
However, it is hard to enumerate a discrete set of senses for a word.  

A good semantic model should be able to automatically capture variation 
in meaning without a manually specified sense inventory. 



Goal: Word Sense

Clustering Paraphrases by Word Sense. Anne Cocos and Chris Callison-Burch. NAACL 2016.

https://www.aclweb.org/anthology/N16-1172/


Goal: Hypernomy
One goal of for a semantic model is to represent the relationship 
between words.  A classic relation is hypernomy which describes when 
one word (the hypernym) is more general than the other word (the 
hyponym).



Goal: Hypernomy
Distributional inclusion hypotheses, which correspond to the two 
directions of inference relating distributional feature inclusion and 
lexical entailment. Let vi and wj be two word senses of words w and v, 
and let vi => wj denote the (directional) entailment relation between 
these senses. Assume further that we have a measure that determines 
the set of characteristic features for the meaning of each word sense. 
Then we would hypothesize: 

Hypothesis I: 

If vi => wj then all the characteristic features of vi are expected to 
appear with wj. 

Hypothesis II: 

If all the characteristic features of vi appear with wj then we expect that 
vi => wj. 

The Distributional Inclusion Hypotheses and Lexical Entailment. Maayan Geffet and Ido Dagan. ACL 2005.

https://www.aclweb.org/anthology/P05-1014/


Goal: Hypernomy
Distributional Inclusion Hypothesis (DIH) states that a hyperonym
occurs in all the contexts of its hyponyms.

For example, lion is a hyponym of animal, but mane is a likely context of 
lion and unlikely for animal, contradicting the DIH.

Rimell proposes measuring hyponymy using coherence: the contexts of 
a general term minus those of a hyponym are coherent, but the reverse 
is not true.

Distributional Lexical Entailment by Topic Coherence. Laura Rimell. EACL 2014.

https://www.aclweb.org/anthology/E14-1054/


Goal: Compositionality
Language is productive. We can understand completely new sentences, 
as long as we know each word in the sentence.  One goal for a semantic 
model is to be able to derive the meaning of a sentence from its parts, 
so that we can generalize to new combinations.  This is known as 
compositionality. 



Goal: Compositionality
For vector space models, we have the challenge of how to compose
word vectors to construct phrase representation.  One option is to 
represent phrases as vectors too.

If we use the same vector space as for words, the challenge is then to 
find a composition function that maps a pair of vectors onto a new 
vectors.

Mitchell and Lapata experimented with a variety of functions and found 
that component-wise multiplication was as good or better than other 
functions that they tried.

Vector-based models of semantic composition. Jeff Mitchell and Mirella Lapata. ACL 2010.

https://www.aclweb.org/anthology/P08-1028/




Goal: Compositionality
The problem with componentwise multiplication is that it is 
commutative and therefore insensitive to word order.

These two sentences contain exactly the same words, but they do not 
have the same meaning:

1. It was not the sales manager who hit the bottle that day, but the 
office worker with the serious drinking problem.

2. hat day the office manager, who was drinking, hit the problem sales 
worker with a bottle, but it was not serious. 

Vector-based models of semantic composition. Jeff Mitchell and Mirella Lapata. ACL 2010.

https://www.aclweb.org/anthology/P08-1028/


Goal: Grounding

A semantic model should capture how language relates to the world via 
sensory perception and motor control.

The process of connecting language to the world is called grounding.

Vector space models that rely entirely on how words co-occur with 
other words is not grounded, since they are constructed solely from 
text.



Goal: Grounding
Many experimental studies in language acquisition suggest that word 
meaning arises not only from exposure to the linguistic environment 
but also from our interaction with the physical world. 

Use collections of documents that contain pictures

Yansong Feng and Mirella Lapata (2010). Visual Information in Semantic Representation. Proceedings of NAACL.

Michelle Obama fever hits the UK

In the UK on her first
visit as first lady, Michelle
Obama seems to be mak-
ing just as big an im-
pact. She has attracted as
much interest and column
inches as her husband on
this London trip; creating
a buzz with her dazzling outfits, her own schedule
of events and her own fanbase. Outside Bucking-
ham Palace, as crowds gathered in anticipation of
the Obamas’ arrival, Mrs Obama’s star appeal was
apparent.

Table 1: Each article in the document collection contains
a document (the title is shown in boldface), and image
with related content.

and conversely, that linguistic information can be
useful in isolating salient visual features. Our model
extracts a semantic representation from large docu-
ment collections and their associated images without
any human involvement. Contrary to Andrews et al.
(2009) we use visual features directly without rely-
ing on speaker generated norms. Furthermore, un-
like most work in image annotation, we do not em-
ploy any goldstandard data where images have been
manually labeled with their description keywords.

3 Semantic Representation Model

Much like LSA and the related topic models our
model creates semantic representations from large
document collections. Importantly, we assume that
the documents are paired with images which in turn
describe some of the document’s content. Our ex-
periments make use of news articles which are of-
ten accompanied with images illustrating events, ob-
jects or people mentioned in the text. Other datasets
with similar properties include Wikipedia entries
and their accompanying pictures, illustrated stories,
and consumer photo collections. An example news
article and its associated image is shown in Table 1
(we provide more detail on the database we used in
our experiments in Section 4).

Our model exploits the redundancy inherent in
this multimodal collection. Specifically, we assume
that the images and their surrounding text have been
generated by a shared set of topics. A potential

stumbling block here is the fact that images and
documents represent distinct modalities: images are
commonly described by a continuous feature space
(e.g., color, shape, texture; Barnard et al. 2002; Blei
and Jordan 2003), whereas words are discrete. For-
tunately, we can convert the visual features from a
continuous onto a discrete space, thereby rendering
image features more like word units. In the follow-
ing we describe how we do this and then move on to
present an extension of Latent Dirichlet Allocation
(LDA, Blei and Jordan 2003), a topic model that can
be used to represent meaning as a probability distri-
bution over a set of multimodal topics. Finally, we
discuss how word similarity can be measured under
this model.

3.1 Image Processing

A large number of image processing techniques have
been developed in computer vision for extracting
meaningful features which are subsequently used
in a modeling task. For example, a common first
step to all automatic image annotation methods is
partitioning the image into regions, using either an
image segmentation algorithm (such as normalized
cuts; Shi and Malik 2000) or a fixed-grid layout
(Feng et al., 2004). In the first case the image is
represented by irregular regions (see Figure 1(a)),
whereas in the second case the image is partitioned
into smaller scale regions which are uniformly ex-
tracted from a fixed grid (see Figure 1(b)). The ob-
tained regions are further represented by a standard
set of features including color, shape, and texture.
These can be treated as continuous vectors (Blei and
Jordan, 2003) or in quantized form (Barnard et al.,
2002).

Despite much progress in image segmentation,
there is currently no automatic algorithm that can
reliably divide an image into meaningful parts. Ex-
tracting features from small local regions is thus
preferable, especially for image collections that are
diverse and have low resolution (this is often the case
for news images). In our work we identify local re-
gions using a difference-of-Gaussians point detector
(see Figure 1(c)). This representation is based on de-
scriptors computed over automatically detected im-
age regions. It provides a much richer (and hopefully
more informative) feature space compared to the
alternative image representations discussed above.
For example, an image segmentation algorithm,
would extract at most 20 regions from the image
in Figure 1; uniform grid segmentation yields 143
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Goal: Grounding
Many experimental studies in language acquisition suggest that word 
meaning arises not only from exposure to the linguistic environment 
but also from our interaction with the physical world. 

Use collections of documents that contain pictures

Yansong Feng and Mirella Lapata (2010). Visual Information in Semantic Representation. Proceedings of NAACL.

(a) (b) (c)

Figure 1: Image partitioned into regions of varying granularity using (a) the normalized cut image segmentation algo-
rithm, (b) uniform grid segmentation, and (c) the SIFT point detector.

(11 � 13) regions, whereas an average of 240 points
(depending on the image content) are detected. A
non-sparse feature representation is critical in our
case, since we usually do not have more than one
image per document.

We compute local image descriptors using the
the Scale Invariant Feature Transform (SIFT) algo-
rithm (Lowe, 1999). Importantly, SIFT descriptors
are designed to be invariant to small shifts in posi-
tion, changes in illumination, noise, and viewpoint
and can be used to perform reliable matching be-
tween different views of an object or scene (Mikola-
jczyk and Schmid, 2003; Lowe, 1999). We further
quantize the SIFT descriptors using the K-means
clustering algorithm to obtain a discrete set of vi-
sual terms (visiterms) which form our visual vo-
cabulary VocV . Each entry in this vocabulary stands
for a group of image regions which are similar
in content or appearance and assumed to origi-
nate from similar objects. More formally, each im-
age I is expressed in a bag-of-words format vector,
[v1,v2, ...,vL], where vi = n only if I has n regions
labeled with vi. Since both images and documents
in our corpus are now represented as bags-of-words,
and since we assume that the visual and textual
modalities express the same content, we can go a
step further and represent the document and its as-
sociated image as a mixture of verbal and visual
words dMix. We will then learn a topic model on this
concatenated representation of visual and textual in-
formation.

3.2 Topic Model

Latent Dirichlet Allocation (Blei et al., 2003; Grif-
fiths et al., 2007) is a probabilistic model of text gen-

eration. LDA models each document using a mix-
ture over K topics, which are in turn characterized
as distributions over words. The words in the docu-
ment are generated by repeatedly sampling a topic
according to the topic distribution, and selecting a
word given the chosen topic. Under this framework,
the problem of meaning representation is expressed
as one of statistical inference: given some data —
textual and visual words — infer the latent structure
from which it was generated. Word meaning is thus
modeled as a probability distribution over a set of
latent multimodal topics.

LDA can be represented as a three level hierarchi-
cal Bayesian model. Given a corpus consisting of M

documents, the generative process for a document d

is as follows. We first draw the mixing proportion
over topics �d from a Dirichlet prior with parame-
ters �. Next, for each of the Nd words wdn in doc-
ument d, a topic zdn is first drawn from a multino-
mial distribution with parameters �dn. The probabil-
ity of a word token w taking on value i given that
topic z = j is parametrized using a matrix � with
bi j = p(w = i|z = j). Integrating out �d’s and zdn’s,
gives P(D|�,�), the probability of a corpus (or doc-
ument collection):

M

�
d=1

Z
P(�d |�)

�
Nd

�
n=1

�
zdn

P(zdn|�d)P(wdn|zdn,�)

�
d�d

The central computational problem in topic
modeling is to compute the posterior distribu-
tion P(�,z|w,�,�) of the hidden variables given
a document w = (w1,w2, . . . ,wN). Although this
distribution is intractable in general, a variety of ap-
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Goal: Grounding

How can we ground a distributional semantic model?  Simplest way 
train word vectors, and then concatenate them with image vectors. 

Image Data

Visual feature extraction

Bag of visual words

Image-based distributional vectorText-based distributional vector

Text feature extraction

Normalize and concatenate

Multimodal distributional semantic vector

Tag modeling

Text corpus

Figure 2: Overview of our system architecture

3.1 Text-based distributional model
Instead of proposing yet another model, we pick one
that is publicly available off-the-shelf and has been
shown to be at the state of the art on a number of
benchmarks. The picked model (DM)2 is encoded
in a matrix in which each target word is represented
by a row vector of weights representing its associa-
tion with collocates in a corpus. See Section 4.1 for
details about the text-based model.

3.2 Image-based distributional model
We assume image data where each image is associ-
ated with word labels (somehow related to the im-
age) that we call tags.

The primary approach to form the image-based
vector space is to use the BoVW method to rep-
resent images. Having represented each image in
our data set in terms of the frequency of occurrence
of each visual word in it, we construct the image-
based distributional vector of each tag as follows.
Each tag (textual word) is associated to the list of
images which are tagged with it; we then sum visual
word occurrences across that list of images to ob-
tain the co-occurrence counts associated with each
tag. For uniformity with the treatment of textual
co-occurrences (see Section 4.1), the raw counts are
transformed into Local Mutual Information scores
computed between each tag and visual word. Lo-
cal Mutual Information is an association measure
that closely approximates the commonly used Log-
Likelihood Ratio while being simpler to compute
(Evert, 2005).

In this way, we obtain an image-based distribu-
2http://clic.cimec.unitn.it/dm

tional semantic model, that is, a matrix where each
row corresponds to a tag vector, summarizing the
distributional history of the tag in the image collec-
tion in terms of its association with the visual words.

3.3 Integrating distributional models
We assemble the two distributional vectors to con-
struct the multimodal semantic space. Given a word
that is present both in the text-based model and
(as a tag) in the image-based model, we separately
normalize the two vectors representing the word to
length 1 (so that the text and image components will
have equal weight), and we concatenate them to ob-
tain the multimodal distributional semantic vector
representing the word. The matrix of concatenated
text- and image-based vectors is our multimodal dis-
tributional semantic model. We leave it to future
work to consider more sophisticated combination
techniques (preliminary experiments on differential
weighting of the text and image components did not
lead to promising results).

4 Experimental setup

4.1 The DM text-based model
DM has been shown to be near or at the state of
the art in a great variety of semantic tasks, ranging
from modeling similarity judgments to concept cat-
egorization, predicting selectional preferences, rela-
tion classification and more.

The DM model is described in detail by Baroni
and Lenci (2010), where it is referred to as TypeDM.
In brief, the model is trained on a large corpus
of about 2.8 billion tokens that include Web docu-
ments, the Wikipedia and the BNC. DM is a struc-
tured model, where the collocates are labeled with
the link that connect them to the target words. The
links are determined by a mixture of dependency
parse information and lexico-syntactic patterns, re-
sulting in distributional features (the dimensions of
the semantic space) such as subject kill, with gun or
as sharp as. The score of a target word with a fea-
ture is not based on the absolute number of times
they co-occur in the corpus, but on the variety of
different surface realizations of the feature the word
co-occurs with. For example, for the word fat and
the feature of animal, the raw score is 9 because fat

co-occurs with 9 different forms of the feature (a

25

Elia Bruni, Giang Binh Tran, Marco Baroni (2011). Distributional semantics from text and images. Proceedings of the 
GEMS 2011 Workshop on GEometrical Models of Natural Language Semantics



Goal: Grounding
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Abstract

We conduct the most comprehensive study
to date into translating words via images.
To facilitate research on the task, we in-
troduce a large-scale multilingual corpus
of images, each labeled with the word
it represents. Past datasets have been
limited to only a few high-resource lan-
guages and unrealistically easy translation
settings. In contrast, we have collected
by far the largest available dataset for
this task, with images for approximately
10,000 words in each of 100 languages.
We run experiments on a dozen high re-
source languages and 20 low resources lan-
guages, demonstrating the effect of word
concreteness and part-of-speech on trans-
lation quality. To improve image-based
translation, we introduce a novel method
of predicting word concreteness from im-
ages, which improves on a previous state-
of-the-art unsupervised technique. This
allows us to predict when image-based
translation may be effective, enabling con-
sistent improvements to a state-of-the-art
text-based word translation system. Our
code and the Massively Multilingual Image
Dataset (MMID) are available at http:
//multilingual-images.org/.

1 Introduction

Learning the translations of words is important
for machine translation and other tasks in natu-
ral language processing. Typically this learning
is done using sentence-aligned bilingual parallel
texts. However, for many languages, there are not

⇤These authors contributed equally; listed alphabetically.

Figure 1: Our dataset and approach allow translations to be
discovered by comparing the images associated with foreign
and English words. Shown here are five images for the Indone-
sian word kucing, a word with high predicted concreteness,
along with its top 4 ranked translations using CNN features.

sufficiently large parallel texts to effectively learn
translations. In this paper, we explore the question
of whether it is possible to learn translations with
images. We systematically explore an idea origi-
nally proposed by Bergsma and Van Durme (2011):
translations can be identified via images associated
with words in different languages that have a high
degree of visual similarity. This is illustrated in
Figure 1.

Most previous image datasets compiled for the
task of learning translations were limited to the
translation of nouns in a few high-resource lan-
guages. In this work, we present a new large-scale
dataset that contains images for 100 languages, and
is not restricted by part-of-speech. We collected im-
ages using Google Image Search for up to 10,000
words in each of 100 foreign languages, and their
English translations. For each word, we collected
up to 100 images and the text on images’ corre-
sponding web pages.

We conduct a broad range of experiments to eval-
uate the utility of image features across a number
of factors:

Learning Translations via Images with a Massively Multilingual Image Dataset. John Hewitt*, Daphne Ippolito*, 
Brendan Callahan, Reno Kriz, Derry Wijaya and Chris Callison-Burch. ACL 2018



Goal: Logical inference
Sentences can express complex thoughts and build change of reasoning.  
Logic formalize this.  One goal of semantic models is to support the 
logical notions of truth and of entailment.

Vectors do not have logical structure, but they can be used in a system 
that computes entailment.  One challenge problem that is proposed for 
NLU is the task of recognizing textual entailment.

Recognizing Textual Entailment: Models and Applications. Ido Dagan, Dan Roth, Mark Sammons, Fabio Massimo 
Zanzotto. Synthesis Lectures on Human Language Technologies, 2013.

https://www.morganclaypool.com/doi/abs/10.2200/S00509ED1V01Y201305HLT023


Goal: Context Dependence
One goal of a semantic model is to capture how meaning depends on 
context.  For example, a small elephant is not a small animal, but a large 
ant is.  The meanings of small and large depend on the nouns that they 
modify. 

Similarly performing word sense disambiguation requires understanding 
how a word is used in context.

The KGB planted a bug in the Oval Office.

I found a bug swimming in my soup.

Recent large language models like ELMo and BERT create different 
vectors for words depending on the sentences that they appear in.



A semantic model should 
1. Handle words with multiple senses (polysemy) and encode 

relationships like hyponym between words/word senses

2. Robustly handle vagueness (situations when it is unclear whether an 
entity is a referent of a concept)

3. Should be able to be combined word representations to encode the 
meanings of sentences (compositionally) 

4. Capture how word meaning depends on context. 

5. Support logical notions of truth and entailment

6. Generalize to new situations (connecting concepts and referents)

7. Capture how language relates to the world via sensory perception 
(grounding)


