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Dialogue Systems 
and Chatbots 
JURAFSKY AND MARTIN CHAPTER 26

Thanks to João Sedoc for many of today’s slides.



Conversational Agents
aka Dialogue Systems
Digital Assistants 

Answering questions on websites 

Communicating with robots

Chatting for fun

Clinical uses



Two Classes of Dialog Systems
1. Task-Oriented Dialogue Agents

§ Goal-Based Agents
§ Siri, interface with robots, booking flights or hotels

2. Chatbots
§ Systems designed for extended conversations
§ Chatting for fun and entertainment



Challenging properties of 
human conversation

§ Taking turns during conversation
§ Speech acts
§ Grounding
§ Dialogue structure
§ Initiative
§ Implicature



Turn taking
A conversation is a sequence of turns, where you take a turn and 
then I take a turn.  A turn can be a sentence, or a single word.

A system must know when to start and stop talking.  

Spoken dialogue systems must also detect whether a user is done 
speaking, so they can process the utterance and respond. This 
task of endpoint detection is tricky because people often pause 
mid-turn.



Speech acts
Constatives: committing the speaker to something’s being the 
case (answering, claiming, confirming, denying, disagreeing, 
stating) 

Directives: attempts by the speaker to get the addressee to do 
something (advising, asking, forbidding, inviting, ordering, 
requesting) 

Commissives: committing the speaker to some future course of 
action (promising, planning, vowing, betting, opposing) 

Acknowledgments: express the speaker’s attitude regarding the 
hearer with respect to some social action (apologizing, greeting, 
thanking, accepting an acknowledgment) 



Conversational Implicature
Agent: And, what day in May did you want to travel?

Client: I need to be there for a meeting that’s from the 12th to the 15th.

Notice that the client does not in fact answer the agent’s question. The 
speaker expects the hearer to draw certain inferences. Implicature
means certain kinds of inferences. 

Gricean maxims. The maxim of relevance means that  when the client 
mentions a meeting on the 12th, the agent reasons ‘There must be some 
relevance for mentioning this meeting. What could it be?’ 



Part I: Chatbots
Systems designed for extended conversations. Chatbots
mimic unstructured conversations or ‘chats’ that are 
characteristic of informal human-human interaction

Architecture include:

Rule-Based
§ Pattern-action rules (Eliza)

Corpus-Based
§ Information Retrieval
§ Neural network encoder-decoder



ELIZA: Weizenbaum (1966) 

Simulates a psychologist 

Rogerian psychology is a rare 
type of conversation where 
“assume the pose of knowing 
almost nothing of the real 
world” 

Draw the patient out by 
reflecting patient’s statements 
back at them



ELIZA: Weizenbaum (1966) 



ELIZA: Weizenbaum (1966) 



Pattern matching rules: 

.* YOU (.*) ME  –>       WHAT MAKES YOU THINK I $1 YOU?

This rule would transform

You	must	really	hate	me

into

WHAT	MAKES	YOU	THINK	I	MUST	REALLY	HATE	YOU?

ELIZA Pattern Transform Rules



Simplified sketch of ELIZA
6 CHAPTER 25 • DIALOG SYSTEMS AND CHATBOTS

function ELIZA GENERATOR(user sentence) returns response

Find the word w in sentence that has the highest keyword rank
if w exists

Choose the highest ranked rule r for w that matches sentence
response Apply the transform in r to sentence
if w = ’my’

future Apply a transformation from the ‘memory’ rule list to sentence
Push future onto memory stack

else (no keyword applies)
either

response Apply the transform for the NONE keyword to sentence
or

response Pop the top response from the memory stack
return(response)

Figure 25.5 A simplified sketch of the ELIZA algorithm. The power of the algorithm
comes from the particular transforms associated with each keyword.

WHO IN PARTICULAR ARE YOU THINKING OF?

If no keyword matches, ELIZA chooses a non-commital response like “PLEASE
GO ON”, “THAT’S VERY INTERESTING”, or “I SEE”.

Finally, ELIZA has a clever memory trick that accounts for the very last sen-
tence of the conversation above. Whenever the word “my” is the highest ranked
keyword, ELIZA will randomly select a transform on the MEMORY list, apply it to
the sentence, and store it on the stack:

(MEMORY MY
(0 MY 0 = LETS DISCUSS FURTHER WHY YOUR 3)
(0 MY 0 = EARLIER YOU SAID YOUR 3)
(0 MY 0 = DOES THAT HAVE ANYTHING TO DO WITH THE FACT THAT YOUR 3

Later, if no keyword matches a sentence, ELIZA will return the top of the MEM-
ORY queue instead. 1

People became deeply emotionally involved with the program. Weizenbaum
tells the story of one of his staff who would ask Weizenbaum to leave the room
when she talked with ELIZA. When Weizenbaum suggested that he might want to
store all the ELIZA conversations for later analysis, people immediately pointed
out the privacy implications, which suggested that they were having quite private
conversations with ELIZA, despite knowing that it was just software.

Eliza’s framework is still used today; modern chatbot system tools like ALICE
are based on updated versions of ELIZA’s pattern/action architecture.

A few years after ELIZA, another chatbot with a clinical psychology focus,
PARRY (Colby et al., 1971), was used to study schizophrenia. In addition to ELIZA-
like regular expressions, the PARRY system including a model of its own mental
state, with affect variables for the agent’s levels of fear and anger; certain topics of
conversation might lead PARRY to become more angry or mistrustful. If PARRY’s
anger variable is high, he will choose from a set of “hostile” outputs. If the input
mentions his delusion topic, he will increase the value of his fear variable and then
begin to express the sequence of statements related to his delusion. Parry was the

1 Fun fact: because of its structure as a queue, this MEMORY trick is the earliest known hierarchical
model of discourse in natural language processing.



PARRY: Colby (1971)
ELIZA like regular expressions

But a much richer –
◦ Control Structure
◦ Language Understanding Capabilities
◦ Mental Model : Parry has affective variables 

◦ Fear, Mistrust, Anger
◦ If Anger level is high, respond with hostility

First system to pass the Turing test (1971)



Turing Test
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"I propose to consider the question, 
'Can machines think?'" Because 
"thinking" is difficult to define, Turing 
chooses to "replace the question by 
another, which is closely related.” 

A human evaluator would judge text-
based conversations between a human 
and a machine designed to generate 
human-like responses. If the evaluator 
cannot reliably tell the machine from 
the human, the machine is said to 
have passed the test.



Eliza Meets Parry
Good Evening.  Tell me your problems.  Please terminate input with a 
period or a question mark.

*People get on my nerves sometimes.
I am not sure I understand you fully.

*You should pay more attention.
Suppose you should pay more attention.
*You're entitled to your own opinion.

What makes you think I am entitled to my own opinion?
*It bothers me just to be around people in general.

Please go on.
*I went to the track at Bay Meadows a while back.

What does that suggest to you?
*I went to the races.

What else would you like to discuss?



*Horseracing interests me.
Why do you say that just now?

*There's a lot of crooked gambling going on there.
I am not sure I understand you fully,

*It's clear to me if not to you.
Do you think its likely that not to I?

*I went to the races.
Please go on.

*I gamble on horses.
What does that suggest to you?

*I went to the races.
What else would you like to discuss?

*Gambling has been nothing but trouble to me.
Why do you say that just now?

*I've had experience with crooks gambling at the track.
I am not sure I understand you fully.

*I've already told you enough about that.



Chatbot v. Chatbot

https://www.youtube.com/watch?v=WnzlbyTZsQY

https://www.youtube.com/watch%3Fv=WnzlbyTZsQY


Modern Chatbots



Description
Chat with the teams competing in the Alexa Prize Socialbot Grand Challenge 3, 
Amazon’s global university competition to advance conversational AI. This 
competition focuses on the grand challenge of building a socialbot that can 
converse coherently and engagingly with humans on popular topics for 20 
minutes.

To try one of the socialbots: say “Alexa, let’s chat.” To end a conversation: say 
“Stop.” You will then be prompted to provide a verbal rating and feedback. To 
try another socialbot, just start over again by saying “Alexa, let’s chat.”

To learn more about the Alexa Prize, go to: www.alexaprize.com





https://www.youtube.com/watch?v=eND2wdXutHw

https://www.youtube.com/watch%3Fv=eND2wdXutHw


Two Main Architectures
1. Information Retrieval

2. Machine Learned Sequence Transduction

Focus on generating a single response turn that is appropriate 
given the user’s immediately previous utterance or two



Conversational Data 

Need: large collections of human conversations

Conversational threads on Twitter or Weibo (微博)

Retrieve dialog from movies, indexing subtitles

Recorded telephone conversations, collected for speech research

Crowdsourced conversations via Mechanical Turk  and ParlAI



Information Retrieval based 
Chatbots
Treat the human user’s input as a query vector q

Search over a large corpus C of conversation to find the closest 
matching turn t’ in those previous conversations.

Return the response r to that conversational turn.

t’ = arg max!∈# cosine_similarity(q, t). 

r = response(t’)

q = Have you watched Doctor Who?

t’ = Do you like Doctor Who?

r = Yes, I love SciFi shows!



IR with Neural Network-Based 
Similarity Model



IR-based Models
§ Can use more features than just words in query q

§ User features - Information about the user or sentiment
§ Prior turns – Use conversation so far
§ Narrative (non-dialogue) text
• COBOT chatbot (Isbell et al., 2000) : 
• Generate responses by selecting sentences from the 

Unabomber Manifesto by Theodore Kaczynski, articles 
on alien abduction, the scripts of “The Big Lebowski” 
and “Planet of the Apes”

• Wikipedia Text



https://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist

https://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist


https://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist

It took less than 24 hours for Twitter to corrupt an innocent 
AI chatbot. Yesterday, Microsoft unveiled Tay — a Twitter bot 
that the company described as an experiment in 
"conversational understanding." The more you chat with 
Tay, said Microsoft, the smarter it gets, learning to engage 
people through "casual and playful conversation.”

Unfortunately, the conversations didn't stay playful for long. 
Pretty soon after Tay launched, people starting tweeting the 
bot with all sorts of misogynistic, racist, and Donald 
Trumpist remarks. And Tay — being essentially a robot 
parrot with an internet connection — started repeating 
these sentiments back to users, proving correct that old 
programming adage: flaming garbage pile in, flaming 
garbage pile out.

https://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist
http://www.theverge.com/2016/3/23/11290200/tay-ai-chatbot-released-microsoft


https://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist

https://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist


Neural Chatbots
§ Think of response generation as a task of transducing from 

the user’s prior turn to the system’s turn

§ Response generation using encoder-decoder models

§ Train a deep neural network 
§ Map from user1 turn to user2 response



Seq2seq Architecture

Figure 1: The computational graph of the HRED architecture for a dialogue composed of three turns. Each utterance is
encoded into a dense vector and then mapped into the dialogue context, which is used to decode (generate) the tokens in the
next utterance. The encoder RNN encodes the tokens appearing within the utterance, and the context RNN encodes the temporal
structure of the utterances appearing so far in the dialogue, allowing information and gradients to flow over longer time spans.
The decoder predicts one token at a time using a RNN. Adapted from Sordoni et al. (2015a).

the advantage that the embedding matrix E may separately
be bootstrapped (e.g. learned) from larger corpora. Analo-
gously, the matrix O 2 Rdh⇥|V | represents the output word
embeddings, where each possible next token is projected
into another dense vector and compared to the hidden state
hn. The probability of seeing token v at position n + 1 in-
creases if its corresponding embedding vector Ov is “near”
the context vector hn. The parameter H is called a recurrent

parameter, because it links hn�1 to hn. All parameters are
learned by maximizing the log-likelihood of the parameters
on a training set using stochastic gradient descent.

Hierarchical Recurrent Encoder-Decoder
Our work extends the hierarchical recurrent encoder-
decoder architecture (HRED) proposed by Sordoni et
al. (2015a) for web query suggestion. In the original frame-
work, HRED predicts the next web query given the queries
already submitted by the user. The history of past submitted
queries is considered as a sequence at two levels: a sequence
of words for each web query and a sequence of queries.
HRED models this hierarchy of sequences with two RNNs:
one at the word level and one at the query level. We make
a similar assumption, namely, that a dialogue can be seen
as a sequence of utterances which, in turn, are sequences of
tokens. A representation of HRED is given in Figure 1.

In dialogue, the encoder RNN maps each utterance to an
utterance vector. The utterance vector is the hidden state
obtained after the last token of the utterance has been pro-
cessed. The higher-level context RNN keeps track of past ut-
terances by processing iteratively each utterance vector. Af-
ter processing utterance Um, the hidden state of the context
RNN represents a summary of the dialogue up to and includ-

ing turn m, which is used to predict the next utterance Um+1.
This hidden state can be interpreted as the continuous-valued
state of the dialogue system. The next utterance prediction is
performed by means of a decoder RNN, which takes the hid-
den state of the context RNN and produces a probability dis-
tribution over the tokens in the next utterance. The decoder
RNN is similar to the RNN language model (Mikolov et al.
2010), but with the important difference that the prediction
is conditioned on the hidden state of the context RNN. It can
be interpreted as the response generation module of the di-
alogue system. The encoder, context and decoder RNNs all
make use of the GRU hidden unit (Cho et al. 2014). Every-
where else we use the hyperbolic tangent as activation func-
tion. It is also possible to use the maxout activation func-
tion between the hidden state and the projected word em-
beddings of the decoder RNN (Goodfellow et al. 2013). The
same encoder RNN and decoder RNN parameters are used
for every utterance in a dialogue. This helps the model gen-
eralize across utterances. Further details of the architecture
are described by Sordoni et al. (2015a).

For modeling dialogues, we expect the HRED model to be
superior to the standard RNN model for two reasons. First,
because the context RNN allows the model to represent a
form of common ground between speakers, e.g. to represent
topics and concepts shared between the speakers using a dis-
tributed vector representation, which we hypothesize to be
important for building an effective dialogue system (Clark
and Brennan 1991). Second, because the number of com-
putational steps between utterances is reduced. This makes
the objective function more stable w.r.t. the model parame-
ters, and helps propagate the training signal for first-order
optimization methods (Sordoni et al. 2015a).



Sample Responses:
SEQ2SEQ Model
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et al., 2016a).
Another problem with the simple SEQ2SEQresponse generation architecture is

its inability to model the longer prior context of the conversation. This can be done
by allowing the model to see prior turns, such as by using a hierarchical model that
summarizes information over multiple prior turns (Lowe et al., 2017b).

Finally, SEQ2SEQresponse generators focus on generating single responses, and
so don’t tend to do a good job of continuously generating responses that cohere
across multiple turns. This can be addressed by using reinforcement learning, as
well as techniques like adversarial networks, to learn to choose responses that make
the overall conversation more natural (Li et al. 2016b, Li et al. 2017).

Fig. 29.7 shows some sample responses generated by a vanilla SEQ2SEQmodel,
and from a model trained by an adversarial algorithm to produce responses that are
harder to distinguish from human responses (Li et al., 2017).

Input tell me ... how long have you had this falling sickness ?
Vanilla-SEQ2SEQ i’m not a doctor.
Adversarial a few months, i guess .

Input so i had the doctors test sammy ’s response to conditioning .
Vanilla-SEQ2SEQ sammy wrote the test sammy wrote the test .
Adversarial so he took the pills .

Input they didn ’t have much success with this problem commander .
Vanilla-SEQ2SEQ they ’re not the only ones who have been in the system .
Adversarial can we find someone else ?

Figure 29.7 Sample responses generated by a SEQ2SEQmodel trained either with a vanilla
maximum likelihood objective, or adversarially trained to produce sentences that are hard for
an adversary to distinguish from human sentences (Li et al., 2017).

Evaluating Chatbots

Chatbots are generally evaluated by humans. The slot-filling evaluations used for
task-based dialogue (Section 29.2.3) aren’t appropriate for this task (Artstein et al.,
2009), and word-overlap metrics like BLEU for comparing a chatbot’s response to a
human response turn out to correlate very poorly with human judgments (Liu et al.,
2016). BLEU performs poorly because there are so many possible responses to any
given turn; word-overlap metrics work best when the space of responses is small and
lexically overlapping, as is the case in machine translation.

While human evaluation is therefore required for evaluating chatbots, there are
beginning to be models for automatic evaluation. The ADEM (Lowe et al., 2017a)
classifier is trained on a set of responses labeled by humans with how appropriate
they are, and learns to predict this label from the dialogue context and the words in
the system response.

Another paradigm is adversarial evaluation (Bowman et al. 2016, Kannan andadversarial

evaluation

Vinyals 2016, Li et al. 2017), inspired by the Turing test. The idea is to train a
“Turing-like” evaluator classifier to distinguish between human-generated responses
and machine-generated responses. The more successful a response generation sys-
tem is at fooling this evaluator, the better the system.

29.2 Frame Based Dialog Agents

Modern task-based dialog systems are based on a domain ontology, a knowledgedomain

ontology

Responses that are harder to distinguish from human responses



Chatbots: Pros and cons
Pros:

§ Fun
§ Applications to counseling
§ Good for narrow, scriptable applications

Cons:
§ Racist
§ They don't really understand
§ Rule-based chatbots are expensive and brittle
§ IR-based chatbots can only mirror training data
§ The case of Microsoft Tay
§ (or, Garbage-in, Garbage-out)

The future: combining chatbots with frame-based agents



Part II: Frame-based Dialogue 
Systems
§ Task-based Dialogue Agents

§ Based on “Domain Ontology”
§ A set of “Frames”

§ Frame:
§ A knowledge structure representing user intentions
§ A collection of “slots”
§ Each ”slot” having a set of “values”



Example: Travel Domain

Slot Type Question
ORIGIN city What city are you leaving from?
DEST city Where are you going?
DEP DATE date What day would you like to leave?
DEP TIME time What time would you like to leave?
AIRLINE line What is your preferred airline?

Slot : Origin City

Type : City

Value : San Francisco



Frame-based Dialogue Agents
§ Artificial Intelligence Journal, 1977

§ Still the industrial state of the art
§ SIRI based on GUS architecture
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GUS, A Frame-Driven Dia|og System 
Danie l  G. Bobrow, Ronald M .  Kaplan,  Mart in  Kay,  
Donald  A. Norman,  Henry  Thompson and 
Terry Winograd 

Xerox Palo Alto Research Center, 3333 Coyote Hill Road, 
Palo Alto, CA 94304, U.S.A. 

Recommended by Don Walker 

ABSTRACT 
GUS is the first o f  a series o f  experimental computer systems that we intend to construct as part o f  
a program of  research on language understanding. In large measure, these systems will fill the role 
o f  periodic progress reports, summarizing what we have learned, assessing the mutual coherence o f  
the various lines o f  investigation we have been following, and saggestin# where more emphasis is 
needed in future work. GUS (Genial Understander System) is intended to engage a sympathetic and 
highly cooperative human in an English dialog, directed towards a specific goal within a very restricted 
domain o f  discourse. As a starting point, G US was restricted to the role o f  a travel agent in a con- 
versation with a client who wants to make a simple return trip to a single city in California. 

There is good reason for restricting the domain o f  discourse for a computer system which is to 
engage in an English dialog. Specializing the subject matter that the system can talk about permiis 
it to achieve some measure o f  realism without encompassing all the possibilities o f  human knowledge 
or o f  the English language. It also provides the user with specific motivation for participating in the 
conversation, thus narrowing the range o f  expectations that GUS must have about the user's pur- 
poses. A system restricted in this way will be more able to guide the conversation within the boundaries 
o f  its competence. 

1. Motivation and Design Issues 
Within its limitations, ous is able to conduct a more-or-less realistic dialog. But 
the outward behavior of this first system is not what makes it interesting or signifi- 
cant. There are, after all, much more convenient ways to plan a trip and, unlike 
some other artificial intelligence programs, (;us does not offer services or furnish 
information that are otherwise difficult or impossible to obtain. The system is 
i nteresting because of the phenomena of natural dialog that it attempts to model 

tThis work was done by the language understander project at the Xerox Palo Alto Research 
center. Additional affiliations: D. A. Norman, University of California, San Diego; H. Thompso6, 
University of California, Berkeley; and T. Winograd, Stanford University. 

Artificial Intelligence 8 0977), 155-173 
Copyright © 1977 by North-Holland Publishing Company 



GUS system : An actual dialogue
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structure representing the kinds of intentions the system can extract from user sen-
tences. The ontology defines one or more frames, each a collection of slots, andframe

slot defines the values that each slot can take. This frame-based architecture was first
introduced in 1977 in the influential GUS system for travel planning (Bobrow et al.,
1977), and has been astonishingly long-lived, underlying most modern commercial
digital assistants. Figure 25.8 shows a conversation with the original GUS system.

GUS: Hello. My name is GUS. I can help you plan a simple trip by air. Where do you
want to go ?

Client: I want to go to San Diego on May 28
GUS: What time do you want to leave?
Client: I must be in San Diego before 10 am
GUS: Would you like P.S.A. flight 102 that arrives at 9.15 am ?
Client: What is the next flight ?
GUS: Air California flight 310 that leaves at 8.30am and arrives at 10.00am
Client: I’ll take the first one
GUS: In what name should I make a reservation, please?
Client: Dan Bobrow
GUS: I have confirmed the following flight: P.S.A. flight 102 on Wednesday May 28

from San Jose to San Diego that leaves at 7.30 am and arrives at 9.15 am.
GUS: What date do you want to return on ?
Client: On Friday in the evening.
GUS: Would you like the flight that leaves at 7.45 pm ?
Client: That’s fine.
GUS: I have confirmed the following flight: P.S.A. flight 307 on Friday May 30 from

San Diego to San Jose that leaves at 7.45 pm and arrives at 9.30 pm Thank you
for calling. Goodbye

Figure 25.8 The travel domain: A transcript of an actual dialog with the GUS system of
Bobrow et al. (1977). P.S.A. and Air California were airlines of that period.

The set of slots in a GUS-style frame specifies what the system needs to know,
and the filler of each slot is constrained to values of a particular semantic type. In
the travel domain, for example, a slot might be of type city (hence take on values
like San Francisco, or Hong Kong) or of type date, airline, or time:

Slot Type

ORIGIN CITY city
DESTINATION CITY city
DEPARTURE TIME time
DEPARTURE DATE date
ARRIVAL TIME time
ARRIVAL DATE date

Types in GUS, as in modern frame-based dialog agents, may have hierarchical
structure; for example the date type in GUS is itself a frame with slots with types
like integer or members of sets of weekday names:

DATE
MONTH NAME
DAY (BOUNDED-INTEGER 1 31)
YEAR INTEGER
WEEKDAY (MEMBER (SUNDAY MONDAY TUESDAY WEDNESDAY THURSDAY FRIDAY SATURDAY))



Slot types can be complex

The type DATE



Control structure for frame-
based dialog

Consider a trivial airline travel system:

§ Ask the user for a departure city
§ Ask for a destination city
§ Ask for a time
§ Ask whether the trip is round-trip or not 



Natural language understanding 
for filling slots in GUS

1. Domain classification
Asking weather? Booking a flight? Programming alarm clock?

2. Intent Determination
Find a Movie, Show Flight, Remove Calendar Appt

3. Slot Filling
Extract the actual slots and fillers



Natural language understanding 
for filling slots in GUS
Show me morning flights from Boston to 
SF on Tuesday.
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29.2.2 Natural language understanding for filling slots

The goal of the natural language understanding component is to extract three things
from the user’s utterance. The first task is domain classification: is this user fordomain

classification

example talking about airlines, programming an alarm clocks, or dealing with their
calendar? Of course this 1-of-n classification tasks is unnecessary for single-domain
systems that are focused on, say, only calendar management, but multi-domain di-
alog systems are the modern standard. The second is user intent determination:intent

determination

what general task or goal is the user trying to accomplish? For example the task
could be to Find a Movie, or Show a Flight, or Remove a Calendar Appointment.
Finally, we need to do slot filling: extract the particular slots and fillers that the userslot filling

intends the system to understand from their utterance with respect to their intent.
From a user utterance like this one:

Show me morning flights from Boston to San Francisco on Tuesday

a system might want to build a representation like:

DOMAIN: AIR-TRAVEL
INTENT: SHOW-FLIGHTS
ORIGIN-CITY: Boston
ORIGIN-DATE: Tuesday
ORIGIN-TIME: morning
DEST-CITY: San Francisco

while an utterance like

Wake me tomorrow at 6

should give an intent like this:

DOMAIN: ALARM-CLOCK
INTENT: SET-ALARM
TIME: 2017-07-01 0600-0800

The task of slot-filling, and the simpler tasks of domain and intent classification,
are special cases of the task of semantic parsing discussed in Chapter ??. Dialogue
agents can thus extract slots, domains, and intents from user utterances by applying
any of the semantic parsing approaches discussed in that chapter.

The method used in the original GUS system, and still quite common in indus-
trial applications, is to use hand-written rules, often as part of the condition-action
rules attached to slots or concepts.

For example we might just define a regular expression consisting of a set strings
that map to the SET-ALARM intent:

wake me (up) | set (the|an) alarm | get me up

We can build more complex automata that instantiate sets of rules like those
discussed in Chapter 20, for example extracting a slot filler by turning a string
like Monday at 2pm into an object of type date with parameters (DAY, MONTH,
YEAR, HOURS, MINUTES).

Rule-based systems can be even implemented with full grammars. Research sys-
tems like the Phoenix system (Ward and Issar, 1994) consists of large hand-designed
semantic grammars with thousands of rules. A semantic grammar is a context-freesemantic

grammar

grammar in which the left-hand side of each rule corresponds to the semantic entities
being expressed (i.e., the slot names) as in the following fragment:



Natural language understanding 
for filling slots in GUS

Wake me tomorrow at six.
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a system might want to build a representation like:
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ORIGIN-DATE: Tuesday
ORIGIN-TIME: morning
DEST-CITY: San Francisco

while an utterance like
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should give an intent like this:

DOMAIN: ALARM-CLOCK
INTENT: SET-ALARM
TIME: 2017-07-01 0600-0800

The task of slot-filling, and the simpler tasks of domain and intent classification,
are special cases of the task of semantic parsing discussed in Chapter ??. Dialogue
agents can thus extract slots, domains, and intents from user utterances by applying
any of the semantic parsing approaches discussed in that chapter.

The method used in the original GUS system, and still quite common in indus-
trial applications, is to use hand-written rules, often as part of the condition-action
rules attached to slots or concepts.

For example we might just define a regular expression consisting of a set strings
that map to the SET-ALARM intent:

wake me (up) | set (the|an) alarm | get me up

We can build more complex automata that instantiate sets of rules like those
discussed in Chapter 20, for example extracting a slot filler by turning a string
like Monday at 2pm into an object of type date with parameters (DAY, MONTH,
YEAR, HOURS, MINUTES).

Rule-based systems can be even implemented with full grammars. Research sys-
tems like the Phoenix system (Ward and Issar, 1994) consists of large hand-designed
semantic grammars with thousands of rules. A semantic grammar is a context-freesemantic

grammar

grammar in which the left-hand side of each rule corresponds to the semantic entities
being expressed (i.e., the slot names) as in the following fragment:



Rule-based Slot-filling
§ Semantic Grammar Rules or Regular Expressions

Wake me (up) | set (the|an) alarm | get me up

A semantic grammar parse for a user sentence, using slot names as the 
internal parse tree nodes



Rule Sets

§ Collections of rules consisting of: 
§ condition 
§ action 

§ When user input is processed,  facts added to store and
§ rule conditions are evaluated 
§ relevant actions executed



Dialogue-State Architecture
§ More sophisticated version of frame-based architecture

Williams et al. (2016)



§ NLU Component:
• Extract slot fillers using Machine Learning rather than 

rules

§ Dialogue State Tracker:
• Maintains current state of dialogue, user’s most recent 

dialogue act

§ Dialogue policy: 
• Decides what the system should do or say next
• When to answer user’s questions, when to make a suggestion

§ Natural Language Generation Component:
• Condition on exact context to produce turns that seem much 

more natural



Dialogue Acts
§ Combining idea of speech acts and grounding into a single 

representation

Dialogue acts used by a restaurant recommendation system 
(Young et al. (2010))



Dialogue Acts
Sample dialogue from the Recommender System of Young et al. (2010)



Machine Learning for Slot Filling

§ Supervised semantic parsing

§ Model to map from input words to slot fillers, domain 
and intent

§ Given a set of labeled sentences
“I want to fly to San Francisco on Tuesday”

Destination: SF
Depart-date: Tuesday

§ Requirements: Lots of labeled data



Slot Filling
“I	want	to	fly	to	San	Francisco	on	Monday	afternoon	please”	

Use 1-of-N classifier (Naive Bayes, Logistic Regression, Neural 
Network, etc.) 

◦ Input: 
features like word N-grams 

◦ Output: 
Domain: AIRLINE 
Intent: SHOWFLIGHT 



More sophisticated algorithm for 
Slot Filling: IOB Tagging
§ IOB Tagging

§ Tag for the beginning (B) and inside (I) of each slot label, 
§ plus one for tokens outside (O) any slot label
§ 2n + 1 tags, where n is the number of slots
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word unigram, bigram, and trigram features we might use named entity features or
features indicating that a word is in a particular lexicon (such as a list of cities, or
airports, or days of the week) and the classifer would return a slot name (in this case
DESTINATION, DEPARTURE-DAY, and DEPARTURE-TIME). A second classifier can
then be used to determine the filler of the named slot, for example a city classifier that
uses N-grams and lexicon features to determine that the filler of the DESTINATION
slot is SAN FRANCISCO.

An alternative model is to use a sequence model (MEMMs, CRFs, RNNs) to
directly assign a slot label to each word in the sequence, following the method
used for other information extraction models in Chapter 20 (Pieraccini et al. 1991,
Raymond and Riccardi 2007, Mesnil et al. 2015, Hakkani-Tür et al. 2016). Once
again we would need a supervised training test, with sentences paired with IOBIOB

(Inside/Outside/Begin) labels like the following:

O O O O O B-DES I-DES O B-DEPTIME I-DEPTIME O
I want to fly to San Francisco on Monday afternoon please

In IOB tagging we introduce a tag for the beginning (B) and inside (I) of each
slot label, and one for tokens outside (O) any slot label. The number of tags is thus
2n+1 tags, where n is the number of slots.

Any IOB tagger sequence model can then be trained on a training set of such
labels. Traditional sequence models (MEMM, CRF) make use of features like word
embeddings, word unigrams and bigrams, lexicons (for example lists of city names),
and slot transition features (perhaps DESTINATION is more likely to follow ORIGIN
than the other way around) to map a user’s utterance to the slots. An MEMM (Chap-
ter 10) for example, combines these features of the input word wi, its neighbors
within l words wi+l

i�l , and the previous k slot tags si�1
i�k to compute the most likely slot

label sequence S from the word sequence W as follows:

Ŝ = argmax
S

P(S|W )

= argmax
S
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Current neural network architectures, by contrast, don’t generally make use of
an explicit feature extraction step. A typical LSTM-style architecture is shown in
Fig. 29.11. Here the input is a series of words w1...wn (represented as embeddings
or as 1-hot vectors) and the output is a series of IOB tags s1...sn plus the domain and
intent. Neural systems can combine the domain-classification and intent-extraction
tasks with slot-filling simply by adding a domain concatenated with an intent as the
desired output for the final EOS token.

One the sequence labeler has tagged the user utterance, a filler string can be ex-
tracted for each slot from the tags (e.g., ”San Francisco”), and these word strings
can then be normalized to the correct form in the ontology (perhaps the airport
code‘SFO’). This normalization can take place by using homonym dictionaries (spec-
ifying, for example, that SF, SFO, and San Francisco are the same place).

Training Data: Sentences paired 
with sequences of IOB labels

B-DESTINASTION
I-DESTINATION
B-DEPART_TIME
I-DEPART_TIME
O



Slot Filling

Simple Architecture for slot filling, mapping the words in the input 
through contextual embeddings to an output classifier layer



Dialogue State Tracker
§ Keep track of

§ Current state of the frame (the fillers of each slot)
§ User’s most recent dialogue act

Sample output of a dialogue state tracker after each turn



Dialogue Policy
§ What action the system should take next

§ What dialogue act to generate

§ Predict which action Ai to take

Ai ϵ 𝐴
Âi = argmax P(Ai|(A1, U1, …, Ai-1, Ui-1))

A = Dialogue Acts from System; U = Dialogue Acts from User

§ Simplification: Condition just on the current dialogue state

Âi = argmax P(Ai|(Framei-1, Ai-1, Ui-1)
Ai ϵ 𝐴



Policy Example: Confirmation 
and Rejection
§ Explicit Confirmation

§ Implicit Confirmation



Natural Language Generation
Modeled in two stages:

§ Content Planning (what to say)

§ Sentence Realization (how to say it)

Encoder Decoder Models : Map frames to sentences

An encoder decoder sentence realizer mapping slots/fillers to English



Google Duplex: An AI System for Accomplishing Real-World Tasks Over the Phone
A long-standing goal of human-computer interaction has been to enable people to 
have a natural conversation with computers. We have witnessed a revolution in the 
ability of computers to understand and to generate natural speech, especially with 
the application of deep neural networks. Still, even with today’s state of the art 
systems, it is often frustrating having to talk to stilted computerized voices that don't 
understand natural language. Automated phone systems are still struggling to 
recognize simple words and commands. They don’t engage in a conversation flow and 
force the caller to adjust to the system instead of the system adjusting to the caller.

Today we announce Google Duplex, a new technology for conducting natural 
conversations to carry out “real world” tasks over the phone. The technology is 
directed towards completing specific tasks, such as scheduling certain types of 
appointments. For such tasks, the system makes the conversational experience as 
natural as possible, allowing people to speak normally, like they would to another 
person, without having to adapt to a machine.

Blog Post  from

Haircut appointment Restaurant booking

http://ai.googleblog.com/2018/05/duplex-ai-system-for-natural-conversation.html


Evaluation

1. Slot Error Rate for a Sentence

# of inserted/deleted/substituted slots

# of total reference slots for sentence

2. End-to-end evaluation (Task Success)



Evaluation

Slot Filler
PERSON Chris
TIME 11:30 a.m.
ROOM 3401 Walnut

“Make an appointment with Chris at 10:30 in 3401 Walnut”

Slot error rate: 1/3
Task success: At end, was the correct meeting added 
to the calendar?



Dialog System Design:
User-Centered Design

1. Study the user and 
task

2. Build simulations and 
prototypes

"Wizard of Oz study"

3. Iteratively test the 
design on users

Gould and Lewis 1985



Ethical Issues in Dialog System Design
Machine learning systems replicate biases that occurred in the 
training data

Dialog datasets
◦ Henderson et al. (2017) examined standard datasets (Twitter, 

Reddit, movie dialogs)
◦ Found examples of hate speech, offensive language, and bias.  

Both in the original training data, and in the output of chatbots 
trained on the data. 



Ethical Issues in Dialog System Design:
Gender Equality
§ Dialog agents overwhelmingly given female names, perpetuating 

female servant stereotype (Paolino, 2017). 

§ Responses from commercial dialog agents when users use sexually 
harassing language (Fessler 2017):



Summary
State-of-the-art:
§ Chatbots: 
§ Simple rule-based systems
§ IR or Neural networks: Mine datasets of conversations

§ Frame-based systems: 
§ Hand-written rules for slot fillers
§ ML classifiers to fill slots

What’s the future?
§ Key direction: Integrating goal-based and chatbot-based systems


